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Abstract

Artificial Intelligence is an algorithm based computational approach to find solution from existing data. It has wider applications 
in different areas like medicine, agriculture, etc., and pharmaceutical field is not out of its ambit. Machine learning (ML) that is a sub-
set of artificial intelligence, plays a crucial role in drug discovery and development by employing a massive quantum of structured 
and semi-structured data so that a ML model can create accurate outputs or provide predictions based on the data under analysis. 
It is a technical approach in which the machines are trained to process a significant amount of data. Two main categories of ML are 
supervised and unsupervised learning which are the platforms for the data processing. ML uses historical data which is responsible 
to generate algorithms for its working to produce the output. This can be accomplished in the ligand-based and structure-based ap-
proaches of drug design that helps to anticipate the hit and lead molecules for the drug discovery process. 
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Introduction

We can see the rapid transformation of data around us in day-to-day life that makes the generated data handling tedious, so its man-
agement is important. For example, there are variety of sources available in the surroundings including IOT, network security data, digital 
data, trade info, cellular phone data, social platform data, data concerning health, SARS-CoV-2 data, etc. Understanding the data pattern 
and extracting valuable information from such vast data is a challenging task. The rapid increments in the biological data raise copious 
concerns like adequate data management, its storage, and collecting valuable information from it [1]. It mandates the creation of vari-
ous methodologies and tools capable of converting these massive databases into behavioral genetics. In the last few decades, machine 
learning technologies are being widely used in chemo-informatics. It assists the biologists in gaining meaningful conclusions from these 
data, leading to new drug designs and discoveries [2]. 

Artificial intelligence (AI) is defined as the simulation of human intelligence in robots that were trained to think and act like humans. 
Machine learning is a subset of artificial intelligence. It is the most efficient technique to create an AI model that can perform everything 
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from categorizing data to predicting the outcomes. Machine learning (ML) is used to describe methods or algorithms that allow comput-
ers to automate data-driven model programming and build models by recognizing patterns in statistically relevant data. It is the process 
of directing computers to maximize the data analysis based on example data and past experience. In a modelling task, the streamlined 
measure might be the effectiveness delivered by a predictive model as well as the degree of a performance or evaluation function in an 
optimization process [3]. The difference between traditional and machine learning approach is shown below in figure 1. Computational 
intelligence is used in drug development to examine, learn, and explain how pharmaceuticals were found using AI to identify several 
remedies in a pre-programmed and integrated fashion. As a result, numerous pharmaceutical companies have shown a stronger desire to 
contribute technology and resources for obtaining precise drug discovery findings. Finally, this review presents AI strategies in the drug 
discovery field to address many drug discovery and development applications using ML techniques. Also, the AI sector predicts results in 
medicinal research and discovery regarding computer intelligence.

Figure 1: Difference between traditional and machine learning approach.

The processes and approaches used in ML are homogenous subset of AI. Supervised and unsupervised learning are the two basic 
types of machine learning algorithms. Such ML techniques have greatly aided drug development. Various ML algorithms in drug develop-
ment have benefitted pharmaceutical industries significantly. ML algorithms have been used to construct multiple models for predicting 
substance’s chemical, biological and physical properties in drug development [4]. All stages of the drug discovery process can benefit 
from machine learning techniques. For example, machine learning algorithms have been used to identify new medication uses, predict 
drug-protein interactions, uncover drug efficacy, assure safety biomarkers, and improve molecular bioactivity. Random Forest (RF), Naive 
Bayesian (NB), and Support Vector Machine (SVM) are examples of machine learning techniques that have been frequently employed in 
drug development [5]. This review article explores the usage of these new approaches in recent years in research. Analyzing the current 
state of the art in this sector will offer us a sense of where cheminformatics may evolve shortly and the limits and beneficial outcomes it 
has produced. It will focus on various Machine Learning algorithms used for drug discovery in recent years. The machine learning tree is 
represented in figure 2.
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Data types and algorithms in ML 

Types of data

Typically, data availability is an essential factor in developing a machine learning model. In general, the data employed in ML could be 
categorized into structured, semi-structured or unstructured and their brief descriptions are as follows [6]:

•	 Structured: It has a structured format, is highly organized and is readily available. Structured data is typically stored quantitatively 
in a very well-organized arrangements or formats including rational databases (RDB). Structured data includes names, addresses, 
dates, times, among other things.

•	 Unstructured: It has no predetermined format or organization, making it more difficult to encapsulate, operate and investigate, as 
it predominantly consists of text and multimedia content. It includes email messages, blog entries, sensor data and text files.

•	 Semi-structured: In comparison to structured information, semi-structured data is not stored in a RDB but it does have manage-
rial properties that make it easier to examine. JSON articles, XML, MySQL databases, HTML and other semi-structured data formats 
are used to represent semi-structured data.

Types of ML algorithms

ML algorithms are divided into three categories depending on the nature of the learning: supervised learning, unsupervised learning 
and reinforcement learning. In upcoming sections, we will sum up each type of learning techniques in a comprehendible approach [7].

Figure 2: Machine Learning Tree.
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•	 Supervised ML algorithm: Supervised ML algorithms are capable of forecasting future events by applying previous knowledge to 
new data using annotated data (or labelled data that machines can recognize, understand and memorize the input data using ML 
algorithms). After examining a predefined training data, the supervised learning generates an inferred function that is used to pre-
dict untested new data. After sufficient learning, the algorithm could provide thresholds about any new instances. It can also start 
comparing the outcomes to the right ones and identify errors in the model to continue to improve [8]. The flow chart of supervised 
machine learning is depicted below in figure 3. 

•	 Unsupervised machine learning: Unsupervised learning utilizes machine learning algorithms to assess and group unlabeled 
sets of data. This algorithm is accustomed to identify hidden patterns within data and eliminate the need of human involvement. 
The system does not find out the proper output, but it does examine the data and can make conclusions from it to depict unlabeled 
data’s unseen structures.

•	 Reinforcement machine learning: This type of ML algorithm permits software agents and computer machine to proactively 
evaluate acceptable behavior in a specific environment and to enhance efficiency. 

Figure 3: Flow chart of supervised machine learning.

Supervised machine learning algorithm

In the model generation the supervised learning is classified into two types:

•	 Classification: It finds specific records in the training data set which subsequently conclude how these subjects should be defined 
or annotated. Examples of classification techniques in ML include Support Vector Machine (SVM), decision trees, random forest, 
k-nearest neighbor and linear classifiers.

•	 Regression: - It is employed to discover the interaction between dependent and independent parameters thus useful in making 
predictions. Logistic regression, linear regression and polynomial regression are the three prominent regression techniques con-
sistently considered in regression model generation.
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The classification and regression model are represented in figure 4.

Figure 4: Classification and regression model.

Support vector machine

SVMs are supervised ML that are utilized in classification, regression modelling and outlier detection. SVM works on the algorithms 
fundamental basis of margin estimation theory. SVM strategy requires generating a hyperplane that separates and optimizes the margin 
between the classifier and the nearest instance of each category that falls within the constraints of the margin of such hyperplane which 
is also known as the separation margin. Data points on the hyperplanes are known as support vectors [9] and are depicted in figure 5.

Figure 5: Support vector machine and hyperplane. 

•	 It is highly potent and flexible in multi-dimensional space because it can be defined by various kernel functions for the decision 
boundary.

•	 The separating hyperplane can be written as: f(x)=<w.x>+b=0

•	 One of the two applications of SVM were employed in 3D QSAR analysis for evaluating the efficacy of HIV integrase inhibitors and 
BRAF-V600E, SVMs. 

•	 The algorithm selects the best hyperplane based on the cost function (weight vector and bias) and is mathematically illustrated as
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Decision tree

It is a well-known multivariate supervised learning approach. It is applicable for both classification as well as regression tasks. As 
depicted in the figure 6, a decision tree characterizes instances separating the tree from root to leaf nodes. Samples are categorized by 
inspecting the attributes defined by that node starting from the root node in descending the branches and correlating to the feature value 
[10]. The goal behind the decision tree is to generate a model that predicts the target variable by learning basic decision rules inferred 
from the data features.

Figure 6: Decision tree.

The highly prevalent criterion for partition are “entropy” which stands for the information gained and “Gini” for the Gini impurity, 
which can be mathematically described as [11,12]: 

Naive bayes classification

It is based on Bayesian statistics and assumes that each pair of features are independent. It performs well and can be used in nu-
merous real-life scenarios, such as a report or text categorization for binary and multi-class groupings [13]. This classifier can be used 
to efficiently classify noisy occurrences in data and establish a comprehensive predictor. The main advantage is that in comparison to 
more sophisticated approaches, it requires a small fraction of training data to estimate the necessary functionality. However, due to its 
strong assertions on feature independence its efficiency may undergo changes. The most widely accepted naive Bayes classifier versions 
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are Gaussian, Multinomial, Complement, Bernoulli and Categorical [14]. The Bayes formula serves as the foundation for the naive Bayes 
theorem and is expressed as: 

Where, Z: attributes, Y: class, : probability of even Y given Z has occurred, : probability of even Z given Y has occurred,  : probability of event 
Y, : probability of event Z.

Advantages

It is easier to implement, highly efficient, works well with small training set, grows linearly, ascends with number of variables and data 
points which are flexible for both binary and classification problems in multiclass and facilitates prediction with probabilistic confidence. 
It works with both categorical and continuous variables.

Disadvantages

If at least one of the features must be a “continuous variable” (such as time), it is difficult to employ NB directly if “buckets” for “con-
tinuous variables” are often incorrect. Scaling will be cumbersome if classes involved are as more than 100K.

Application

NB can be applied effectively as a recommendation system for cancer relapse forecast and post-radiotherapy developments.

K-Nearest Neighbours (KNN)

It is based on multivariate non-parametric approach that is used for classification problems, regression analysis and pattern recogni-
tion. KNN is highly prevalent classification type machine learning algorithms [15]. Here figure 7 depicts about KNN algorithm.

Figure 7: Graphical representation of K- nearest neighbors.
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Each set of data in a multi-dimensional region is considered as a point. As a result, each training data set is located in this region. So, 
when data sample is categorized, the KNN searches the multi-dimensional region for the k training data that are in proximity to the input 
provided t. All the k training data is considered as the input instance’s “nearest neighbours”. The “closeness” in the defined training data 
and input is characterized using a distance metric [16]. The most prevalent class among the “neighbours” of the provided input sample 
can be categorized. This method consists of three major components:

•	 A series of annotated training data samples

•	 A separation in distance between data samples

•	 Nearest neighbors K value.

The distance from the identified item is determined to categorize the input samples, followed by the number of close neighbors. Fur-
thermore, the supplied data sample label is classified correctly of k nearest neighbors.

Distance functions

To determine which points are “closest” to each other, here are a few examples of standard distance functions:

Advantages

The model is inexpensive, simple to integrate and performs well on multiclass problems. 

Disadvantages

Computation time is considerable (lazy learning), unspecified records are costly to classify, running a process needs a lot of memory 
and the KNN can be expensive in determining K if the dataset is massive.

Application

In breast cancer research, KNN algorithms are performed. The K-NN classifier has been broadly used in biomedical signal analysis and 
rigorous disease diagnosis algorithms implemented to MRI.

Random forest (RF)

Random Forest is a popular ML algorithm that can be used for both regression as well as classification problems. It is based on en-
semble learning, which is a method of integrating several classifiers to solve a complex problem and increase the model’s performance. 
Instead of depending on a single decision tree, the random forest analyzes the predictions from each tree and predicts the final output 
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based on the majority votes of forecasts. The principle of RF is to construct and consolidate complementary classification trees to maxi-
mize their variations. This is a pack of trees constructed from a training sample set and independently verified to examine whether the 
solutions rendered assists a prediction of future data [17,18]. Figure 8 and 9 shows about bagging and boosting aggregation.

•	 Bagging: A sample of data from a training set is picked randomly with replacement which indicates that individual data points can 
be selected repeatedly. After creating several data samples, these poor models are trained independently based on the problem 
type-regression or classification.

•	 Boosting: It is an iterative aggregation approach for reducing bias error and achieve good predictive model. The word ‘boosting’ 
describes methodologies that transform a weak learner into a strong learner. Since the data samples are weighed, some may engage 
in the new sets more frequently. Any data points that are inaccurately predicted are identified and their weights are increased in 
each iteration so that the next learner pays additional focus to get them right [19].

Figure 8: Random Forest.
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Linear regression

This algorithm is used to assess the importance of a dependent variable (also known as explanatory variable) relying on an indepen-
dent variable (also known as predictor variable). It is basically a technique for determining the relationship among the variables. It is 
an analytical method in which one or more independent variables are used to predict the dependent variable. Correlation measures the 
intensity or degree of an association among the two variables whereas linear regression analysis statistically exemplifies the existing rela-
tionship. The correlation coefficient “r” is a unitless parameter that lies between −1 to +1. The value of correlation coefficient “−1” shows 
an inverse relationship and “+1” shows a positive relationship [20,21]. The figure 10 depicts linear regression algorithm.

Figure 9: Flow chart of random forest algorithm.

Figure 10: Linear regression algorithm.
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The linear regression problems are expressed by the following relation, , which represents the model of best curve fitting in association 
between x (independent or predictor variable) and y (dependent or response variable). The coefficient of regression gives information 
about how much y varies with x. The regression model can be written as: 

y=αx+β+ɛ

Where, α is gradient of the line, β is the intercept of the line, and  is the error part. Given some estimates α ̂  and β ̂ for the model coef-
ficients, we predict the value of Y using.

y ̂=α ̂  x+β ̂

where  indicates a prediction of Y based on X = x

Estimation of the parameters by least squares

Let y ̂=α ̂  x+β ̂, xi be the prediction for Y based on the ith value of X. Then ei=yi-y ̂i,, represents the ith residual. The residual sum of squares 
(RSS) is denoted by

RSS = 

The least-squares method selects to minimize the RSS, and it can be demonstrated as:

in which                                 and                                  are the sample means.

Multiple linear regression

The MLR method assists in identifying the relationship between dependent and independent parameters [22]. Only one classifier 
or attribute is used to predict the response variable in linear regression models. Several classifier or attributes are used to predict the 
response variable in multiple linear regression models (develop linear relationships between various independent and dependent vari-
ables). The following expression can demonstrate the generated regression model [23,24]:

in which  represents the independent or predictor variables, y represents the dependent or response variable and  is the error. If there are 
N independent x variables that are linearly associated with the y variable then the model can be written as:

In the matrix form: y=Xβ+ey  and MLR is used to estimate regression vector β
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The deviation of observed and true value is written as . Developed models are commonly estimated using the ordinary least square 
method. Where,  is the residual error expressed as the subtraction between , the actual value and predicted values,  of the response vari-
able, y [25]. 

Application

The MLR is effectively applied in the investigation of the chemical compound’s quantitative structure-activity relationship (QSAR). 
Where, y represents the response variable corresponding to various physicochemical parameters or pharmacological activities, and x 
represents the predictor variable corresponding to the molecular descriptor.

Logistic regression

It is an effective ML method for binary classification problems (type of target variable is categorical). Logistic regression is significant 
as linear regression, but it’s for classification tasks. The crucial parameter for logistic regression is the logistic function to create a model 
of a binary output variable. The main difference between logistic and linear regression is that the range of logistic regression is confined to 
0 and 1. Furthermore, logistic regression does not mandate a linear relationship between predictor and response variables, unlike linear 
regression. It is demonstrated by the nonlinear function of the natural log to the odds ratio expressed as [26]:

The “Logit function,” also known as conditional probability, serves as the foundation of logistic regression. It is regarded as a natural 
log of the odds. The ranges of conditional probability from 0 to 0.5 in class 0 and 0.5 to 1 are in class 1 [27]:

Let us make logit of P equal to to y=mx+c, which yields:

The schematic diagram for logistic regression is shown in above figure 11.

Figure 11: Schematic diagram for Logistic regression.
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Application

QSAR between structural descriptors and biological activity of carbonic anhydrase inhibitors have been developed using Binary Logis-
tic Regression as non-linear approaches [28].

Performance Indicators

For the classification problem, a variety of performance measures can be introduced [29,30].

Confusion matrix

It is a matrix representation in which columns contain predictor variables and rows have actual variables, also known as a contingency 
table are given in figure 12.

Figure 12: Classification performance evaluation.

Area under the curve (AUC)

It is also known as the receiver operating characteristics (ROC) and is mainly used for solving problems related to classification. It at-
tempts to measure the model’s capability to differentiate between data. ROC value 1 indicates a strong classifier and 0.5 indicates about 
presence random guess. 

•	 Accuracy: The percentage of correctly classified samples is used to measure the accuracy,

Accuracy=

•	 Sensitivity: It is defined as percentage of positive lists within all positives, 

Sensitivity=

•	 Specificity: the proportion of tests which are negative from all negatives is defined as specificity,

Specificity=

•	 Precision: It is expressed as the fraction of true positives among all positives, 

Precision=
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The most widely used statistical performance measure for a regression problem is

•	 Root Mean Square Error (RMSE): 

•	 Mean Absolute Error (MAE): 

Where  Ȳi represents the estimated value and  yi represents the true value.

Insights to unsupervised machine learning

Unsupervised learning (UL) depicts the process of system learning for the analysis of data by random means. There are no stated goal 
outputs rather, the UL brings previous biases to bear on what features of the structure of the input should be represented in the output 
[31]. Indeed, the anatomical and physiological features of synapses in the neocortex are known to be significantly impacted by sensory 
neuron activity patterns [32]. While learning, almost no information about the composition of scenes is revealed so, human brain is a clas-
sic example of unsupervised learning. Clustering methods are the primary basis for UL [33].

Clustering

It is the task of grouping a collection of data points so that data information in the similar classes or groups are more comparable to 
data points in another group. Categorizing the data instances by clustering method that are similar to each other in a cluster and data that 
are significantly divergent in multiple clusters [34]. A cluster is portrayed by a unit location known as the cluster’s centroid (or cluster 
center). Centroid is calculated by mean of all data points in the cluster.

 
The cluster boundary is determined by the cluster’s furthest data point.

Types of clustering analysis

The clustering analysis is majorly classified into three types mentioned below as:

1. Exclusive Clustering: K-means

2. Overlapping Clustering: Fuzzy C-means

3. Hierarchical Clustering: Agglomerative clustering, divisive clustering.

Exclusive clustering

K-means

The K-means method is an iterative technique that attempts to split a dataset into K separate non-overlapping subgroups (clusters), 
each of which contains just one data point. It distributes data points to clusters in such a way that the sum of the squared distances be-
tween them and the cluster’s centroid (arithmetic mean of all the data points in that cluster) is as little as possible. Within clusters, lesser 

Cj =Ʃ Xi
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the variance, more homogenous the data points are [35]. The plots for K-means clustering are shown in figure 13. The process goes in the 
following way

Figure 13: K- means clustering plots. 

1. Initialize the cluster centres, c1,..., cK, in a random order.

2. Given cluster centres, select points in each cluster - Find the nearest ci for each point p. Insert p into the cluster i.

3. Using the points in a particular cluster, find ci – and assign ci equal to the mean of the points in cluster i.

4. Repeat Step 2 if ci has modulated [36].

Properties

1) It renders some sort of conclusion.

2) It is possible to have a “local minimum.”

3) It is not always possible to obtain the global minimum of the objective function: 

Ʃ Ʃ ǁp-ciǁ2

Fuzzy C-means clustering

On the basis of the distance between the cluster center and the data point, this method assigns membership to each data point corre-
sponding to each cluster center. The closer the data is to the cluster center, more likely it is to belong to that cluster center. Clearly, the total 
of each data point’s membership should equal one. Membership and cluster centers are adjusted after each cycle using the formula [37]:
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where 1 ≤ m< ∞, an extension of k-means

Algorithm

Assume xi as a vector of values for gi

1. By chance, initialize membership U(0) = [uij] for data point cluster clj containing data point gi.

2. Upon reaching to Kth step, fuzzy centroid be computed C(k) = [cj] for j= 1,..., nc, in which nc represents number of clusters, using [38]

Here, 

m = fuzzy parameter

n = number of data points

3. Use U(k) = [uij] to update the fuzzy membership. 

4. Suppose ||U(k) – U(k-1)||, then STOP, alternatively, come back to step 2.

5. Compute the membership threshold.

Allot the gi to cluster clj if uij of U(k) > to each data point gi.

Figure 14 to 16 signifies Fuzzy C-means clustering

Figure 14: Fuzzy C-means clustering.
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Figure 15: Hierarchical Clustering.

Figure 16: A) Nested clusters, B) Dendrogram.

Hierarchical clustering

Hierarchical clustering commonly referred as hierarchical cluster analysis, is a method of grouping similar data points into clusters. 
Hierarchical clustering results nests of the clusters called dendrogram (tree).

Classification of hierarchical clustering

1. Agglomerative (bottom up) clustering: It builds the dendrogram from the bottom level and fuses up with the most equivalent 
pair of clusters until all data sets are converged into a unit cluster. 

2. Divisive (top down) clustering: This begins along with entire data points in a single cluster, the root. The root is bifurcated into 
a number of child clusters and subsequently each child cluster is recursively divided until only singleton clusters of corresponding 
data points remain, that is, each cluster has only one point [39].
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Agglomerative clustering

It is more popularly applied than dividing methods. Initially, each data point generates a cluster which is also referred as a node which 
then nodes or clusters that are to proximity to each other. At some stage, all nodes will be members of the same cluster.

Divisive clustering

It is also known as top-down approach. It does not require to prespecify the number of clusters [40]. Top-down clustering requires a 
method for splitting a cluster that contains the whole data and proceeds by splitting clusters recursively until individual data have been 
split into singleton clusters.

Cluster Criteria functions

•	 Similarity function

•	 Stopping criterion

•	 Cluster Quality.

Similarity function/Distance measure

Distance between data points is calculate by following formulas:

Euclidean distance

The Euclidean distance is defined as the length of the line segment between two points.

Manhattan distance

The Manhattan distance is defined as the distance between two points measured along axes at right angles.

Weighted euclidean distance

The distance-weighted mean is a measure of central tendency, a special case of weighted mean, where weighting coefficient for each 
data point is computed as the inverse sum of distances between this data point and the other data points.

Squared distance

The sum of squared differences in their coordinates.
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Chebychev distance

It is calculated as the maximum of the absolute difference between the elements of the vectors. It is also called the maximum value 
distance.

Stopping criteria

1. No re-assignment of data points to distinct clusters

2. No change in centroids 

3. Minimal drop in total squared error (SSE)

Ci = jth cluster

mj = cluster centroid

Cj = (the mean vector of all the data points in Cj)

Dist (x, mj) = distance between data point x and centroid mj

Plots representing stopping criteria is shown in figure 17.

Figure 17: Plots representing stopping criteria.
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Cluster quality

•	 Intra-cluster cohesion (compactness)

The cohesion of a cluster is determined by how close the variables are to the cluster centroid in the cluster [41]. The sum of squared 
errors (SSE) is a popular metric.

•	 Inter-cluster separation (isolation)

Segregation implies that distinct cluster centroids must be widely apart as shown in figure 18.

Figure 18: Inter cluster separation.

Principal component analysis (PCA)

PCA is a prevalent approach for minimizing the dimensionality which exists in a huge data collection. Reducing the number of com-
ponents or characteristics depletes the accuracy while assembling the enormous data collection simpler, easier to examine and display. 
Additionally, it minimizes the complexity of computational model, allowing ML techniques to run quickly. 

The concept remains unanswered to how much accuracy is sacrificed to obtain a less complicated and minimal dimension data col-
lection. There is no definite solution for this, but we can attempt to preserve as much diversity as possible when selecting the final set of 
components. 

There are various steps involved in the process of PCA analysis that are [42,43]:

1. Data standardization

2. Composite the covariance matrix of dimensions

3. Gain the eigen vectors and eigen values from the covariance matrix

4. Organize eigen values by arranging in descending order and select the top k eigen vectors that correspond to the k largest eigen 
values
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5. From the selected k eigen vectors, construct the projection matrix W.

6. To get the new k-dimensional feature Y, transform the original data set X using W.

The PCA works on the basis of its algorithms. The algorithms involved in the functioning are of two types: 

1. Variance and Covariance

2. Eigenvalues and Eigen factors.

The PCA can be calculate by the following equation:

X = t1p1
T

 + t2p2
T ……+ tRpR

T + E

  = TPT + E

Here, X = data matrix, T = scores, P = loadings and E = residuals values

Applications of unsupervised machine learning

•	 Predictive models for a variety of physical and biological outcomes are being generated using unsupervised machine learning.

•	 It’s also being utilized to create new QSAR molecular representations.

•	 To detect cellular phenotypes, techniques adopted from domains such as computer vision are being used for the processing of 
microscopic pictures.

•	 These methods are being used to examine data from the chemical literature and suggest new organic synthesis pathways.

•	 Unsupervised models can extract patterns from chemical databases and utilize that information to create new molecules from 
scratch.

Advantages of unsupervised learning

Unsupervised learning has various advantages that are listed below [44]:

1. No requirement of Preceding knowledge of the image area. 

2. Chances of human error is minimal.

3. It affords in unique spectral classes.

4. Fairly easy and consume less time to carry out.

Disadvantages of unsupervised learning

1. The exact information cannot be obtained on data categorizing and the result as data utilized in unsupervised learning is labelled 
and unknown.
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2. The findings are less accurate since the input data is unknown and has not been tagged in advance. This implies that the machine 
must perform this task on its own.

3. There is no correlation of informative classes with spectral classes.

4. The analyst must devote effort in understanding and labelling the classes that fall within that categorization.

5. Class spectral qualities can also vary over time [45].

Conclusion

Drug research and development is a time-consuming, difficult and expensive process. The goal of drug discovery is to uncover novel 
molecules with certain chemical characteristics that can be used to cure disorders. With the accessibility of various machine learning 
techniques, the strategy utilized has become a significant component in computer programming in recent years. Machine Learning tech-
niques can be supervised or unsupervised learning. If you have a little quantity of data that is clearly labelled for training, Supervised 
Learning is the way to go. For huge data sets, unsupervised learning would provide greater performance and results. This study examines 
a number of different machine learning algorithms. Today, everyone, intentionally or unintentionally, employs machine learning. This 
paper gives a quick overview of the most popular machine learning algorithms. Future predictions based on Machine Learning are be-
coming highly significant in the lead-up to preclinical investigations. In the development of novel pharmaceuticals, this step manages to 
significantly cut expenses and research time durations. The most recent advancements in the construction of new algorithms in the field 
of Artificial Intelligence have made it possible to tackle issues in various fields. The pharmaceutical sector has profited enormously from 
the usage of these models in cheminformatics, and more especially in drug development. As a result, this feature must be heavily changed 
in order to make conclusive findings. However, in the context of precision medicine and drug development, the opportunities and benefits 
given by machine learning approaches are enormous. This work contributed to the field by discussing various applications of supervised 
and unsupervised machine learning algorithms for the identification and development of innovative drug candidates. The employment of 
machine learning techniques in conjunction with other approaches is growing more widespread by the day. 
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