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Abstract

The Second Law of Thermodynamics dictates that closed systems move toward maximum entropy. In the real world, it seems to
be defied by highly organized living organisms at first glance. The Maxwell’s Demon thought experiment, which appears to generate
free energy by using information to selectively sort molecules, highlights a critical link between thermodynamics and information
processing. The paradox’s resolution-that the necessary erasure of information increases the total entropy of the Demon and its

memory-establishes a fundamental thermodynamic cost for information processing, formalized by Landauer’s Principle.

The animal nervous system and, by extension, the brain, acts as a sophisticated “local information engine”. Its core operation-the
collection of information via sensory organs and subsequent action via effectors to maintain internal homeostasis-is fundamentally
analogous to the Demon’s function. Modern theoretical neuroscience principles, such as Friston’s Free Energy Principle (FEP)
and Tononi’s Integrated Information Theory (IIT), implicitly support this thermodynamic view by positing that the brain actively
resists entropic decay by minimizing surprisal or maintaining a non-equilibrium, integrated causal structure. The Thermodynamic
Uncertainty Relation (TUR) provides a more stringent constraint, defining a mandatory cost-precision trade-off: the metabolic
energy (entropy generation) required for the brain to achieve a specific level of precision (low noise) in its information processing,
like neuronal spike generation. A key remaining open question is if the thermodynamic imperative of information erasure in the
brain-processes of forgetting may represent the biological equivalent of the Demon’s necessary memory reset to avoid a prohibitive

energetic cost of perpetually storing data.
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Introduction: The Second Law and Maxwell’s Demon

The Second Law of Thermodynamics states that in a closed system, processes are irreversible, and heat moves naturally from higher
to lower temperatures, driving the system towards thermodynamic equilibrium (maximum entropy). James Clerk Maxwell proposed a
famous thought experiment in which he involved a hypothetical intelligent being-later termed Maxwell’s Demon by William Thomson
(Lord Kelvin)-that seemed capable of violating this law [1-3]. The Demon controls an aperture between two adiabatically separated

chambers of gas at uniform temperature, selectively allowing only faster-than-average molecules to pass one way and slower ones the
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other. By doing so, the Demon would increase the temperature difference between the chambers, thereby decreasing the total entropy (or

gaining free energy, in other words) of the system without external work.

The link between information, entropy, and life

The significance of Maxwell’s Demon lies in its implication of a strong correlation between the manipulation of information and
changes in thermodynamic entropy. The paradox was ultimately resolved by concluding that the total entropy of the system (including the
Demon’s memory) must increase. The increase in entropy arises not from the measurement or door manipulation, but from the necessary

erasure or resetting of the information recorded by the Demon.

This resolution, formalized by Landauer’s Principle [7], establishes a fundamental thermodynamic cost for any logically irreversible

information processing, such as erasure, as shown below:
E 2k, TIn2

Here, E is the energy needed for erasing 1 bit information, k, is the Boltzmann constant and T is the absolute temperature. In2 is the
conversion factor between the natural unit of information in thermodynamics, the nat, and the bit commonly used in information theory.
Expressing the amount of information in nats, and letting E_ denote the minimum energy required to process 1 nat, the inequality simply

becomesE  >k.T.

Living organisms, as highly organized, low-entropy systems, appear to resist the Second Law, but do so as open systems that maintain
a quasi-steady state known as homeostasis [4,5]. Erwin Schrddinger characterized this process as organisms constantly consuming
free energy (or “negative entropy”) and releasing heat (entropy) into the environment to sustain their internal order [6]. The active
maintenance of this non-equilibrium steady state requires a constant intake of free energy and a mechanism for dissipating the waste heat

associated with generating and processing information.

The nervous system as an information engine

Evolutionary strategies to acquire free energy differ dramatically: plants adopt a passive approach using solar radiation, while animals
developed an active strategy. This strategy relies on sensory organs to gather information (e.g. for predation or defence) and effectors to
initiate action based on that information [7]. The evolution of the nervous system to process the information flow between sensing and

acting resulted in the emergence of highly developed brains [8].

The minimal function of Maxwell’s Demon was the collection of information and the subsequent external action based upon it. It was
fundamentally analogous to the core operation of the animal nervous system. In this view, the brain functions as a sophisticated “local
information engine” that actively samples the environment (non-equilibrium state) and exploits the resulting information to maintain its

own highly ordered state against entropic decay [9].

Thermodynamic principles in modern neuroscience

The constraint of the Second Law on information processing is a major theme in modern theoretical neuroscience [10]:

« Friston’s free energy principle (FEP): FEP posits that biological systems resist the natural increase in entropy by minimizing an
upper bound on surprisal (negative log-probability of sensory data) known as variational free energy. Minimizing this quantity
mathematically ensures that the system maintains a non-equilibrium steady state (homeostasis) and effectively models the brain

as an inference engine that continuously updates its internal model of the world [11].
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¢ Tononi’s integrated information theory (IIT): IIT attempts to quantify the level of consciousness (®) by measuring the amount
of integrated information generated by a system. The existence of a highly integrated, irreducible causal structure (a complex
with @>0) inherently requires maintaining a physical structure that is far from thermodynamic equilibrium. Thus, it implicitly

demanding continuous free energy consumption and entropy dissipation [12,13].

The thermodynamic uncertainty relation (TUR) and brain efficiency

The thermodynamic uncertainty relation (TUR), a concept developed in information thermodynamics, provides a more stringent

physical constraint on the efficiency and function of the brain as an information engine.

e Overviewof TUR: TURisaninequality thatstatesthatamandatorylowerbound exists between the average value ofathermodynamic
current (e.g. heat flow or work) and its fluctuation (variance), determined by the system’s entropy production [14]. This relation
quantitatively expresses a fundamental trade-off: to increase the precision (reduce the fluctuation) of a thermodynamic output, a

greater cost in terms of entropy production must be paid.

¢ Connection to information thermodynamics: While Maxwell’s Demon attempts to extract work from thermal fluctuations using
information, TUR strictly dictates the minimum entropy production (cost) required for any engine to achieve a certain precision. The
modern framework of the information engine, which includes information-based feedback, is established through the formulation

of fluctuation theorems [15].

e Application to the brain: As a non-equilibrium system that processes information and learns, TUR is an important tool for
understanding the brain [16,17]. Applying this principle yields a theoretical lower bound on the minimum metabolic energy
(entropy generation) the brain must consume to achieve a specific level of precision (low noise) in information processing, offering

a framework to understand the cost-precision trade-off in phenomena like neuronal spike generation.

The thermodynamic open question: Information erasure in the brain

If the brain is an information engine, the thermodynamic imperative of information erasure remains a key unsolved question. The
concept of the brain at a point devoid of external experiential information-the tabula rasa-must be considered in light of the continuous
entropy cost of perpetually storing data. The brain must have a mechanism for actively discarding “old” or unnecessary information to
avoid this prohibitive energetic cost. Understanding the biological and thermodynamic basis of processes like synaptic pruning, forgetting,
or the active restructuring that occurs during sleep may hold the key to resolving the brain’s equivalent of the Demon’s necessary memory
reset [18].

Conclusion

The principles developed from resolving the Maxwell’s Demon paradox provide a crucial framework for understanding the
thermodynamic constraints on the brain. The brain must be viewed as an information engine operating far from equilibrium, continuously
consuming free energy to combat the relentless increase of entropy and sustain its highly ordered state. The powerful principles of
information thermodynamics, particularly the Thermodynamic Uncertainty Relation (TUR), now offer a quantitative link between the
energetic cost (metabolic energy) and the functional quality (precision/low noise) of neural computations. Ultimately, the outstanding
thermodynamic open question for neuroscience is the physical and biological mechanism for information erasure. Understanding how the
brain actively discards data through processes of forgetting will be essential to find a solution to the energetic requirements of perpetually

storing information, offering the final piece to the brain’s equivalent of the Demon’s memory reset.
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