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Abstract
This paper simulates the early phoneme acquisition process for children whose mother-tongue language is Standard Chinese. 

A neural-computational model, based on the growing self-organizing map algorithm, is used to simulate the learning child, and the 
optimized growing strategy is implemented into the learning process. The experimental results show that, at early stages of language 
acquisition, by processing the acoustic features of the syllables in the speech signal, young children have the ability, on the one hand, 
to acquire vowel phonemes and establish the acoustic vowel space, on the other hand, to acquire the manner-of-articulation features 
of consonants.
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Introduction

Language acquisition is a complex learning process which involves both statistical learning and communicative learning [1,2] mecha-
nisms. On the one hand, by exposing to the mother-tongue language environment, children are able to acquire linguistic knowledge from 
the statistical patterns of language stimuli by utilizing abilities such as pattern recognition and computational processing [3,4]. On the 
other hand, during their interactions with the care-takers, children have the ability to improve their learning results by communicative 
feedbacks [1]. As a starting point, this study focuses on the statistical learning process only, and simulates the acquisition of vowel and 
consonant phonemes of Standard Chinese for young children in the early stage of language acquisition.

From the perspective of computational modeling, language acquisition can be abstracted as a knowledge learning process. During 
a common knowledge learning process, not only the knowledge itself but also the fields it covers continually increase as the learning 
develops. Therefore, the dynamic scalability of knowledge is an essential feature during this process. Among various kinds of knowledge 
learning algorithms, the Self-Organizing Map (SOM) [5,6] can simulate the topographic structure of knowledge and the self-organizing 
process of knowledge learning. The learning strategy of SOM is consistent with the “perceptual magnet effect” [7,8] of language learning. 
Therefore, SOM is widely applied in linguistic related studies [9-15]. However, SOM has its own difficulties in simulating the incremental 
nature of knowledge [16], so it is not appropriate to apply SOM directly to the language acquisition modeling task.

Inspired by the SOM algorithm, many extendable self-organizing algorithms have been proposed. Ideas of Li’s and Alahakoon’s are of 
the most representative. Li and his colleagues proposed two extendable models, the DevLex [13] and DevLex-II [14], and conducted mod-
eling studies on children’s early lexicon development [13,14]. Their research suggests that extendable self-organizing neural networks 
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work better in the modeling of language acquisition related tasks. Taking the data mining task as a starting point, Alahakoon and his col-
leagues proposed the Growing Self-Organizing Map (GSOM) algorithm [17,18]. Comparing with DevLex and DevLex-II, GSOM has simpler 
structures and more flexible growing mechanisms that are more suitable for complex modeling tasks such as language acquisition [19,20].

In this study, we will take the GSOM algorithm as the modeling basis, and simulate the phoneme acquisition process with neuro-
computational networks.

Materials and Methods

Materials

Audio data are used as the language stimuli in this study. As a simplification, here we only focus on limited vowel and consonant 
phonemes, and we only consider the CV syllable type. In addition, as required by the model’s training procedure, those audio data are 
converted into model-friendly representations. Details are described as the followings.

Audio Data

The audio data used in this study is adopted from the Syllable Corpus of Standard Chinese (SCSC). The corpus is recorded by 15 male 
speakers from Beijing area with a sampling rate of 16 kHz. In this study, we do not consider the multi-speaker situation, so we only extract 
the data of one speaker from the 15 speakers as the audio database for our modeling experiment. As a simplification, we only focus on the 
monosyllabic words of CV syllable type, which consists of the combinations of 6 plosive consonants ([p], [ph], [t], [th], [k] and [kh]) and 5 
vowels ([i], [e], [a], [u] and [o]). Based on those phoneme and syllable type limitations, we selected 94 meaningful monosyllable words as 
the training set of our modeling experiment.

Feature Representation

Foster-Cohen [21] points out that children treat the whole word or syllable as a perceptual unit at the early stages of language acquisi-
tion, and only with their language development, can they gradually perceive separate phonemes and treat each phoneme as a perceptual 
unit. Therefore, in the present study, we use the whole monosyllabic word as a perceptual unit, and code the acoustic features of the syl-
lable as a whole.

Spectrogram and duration are the most important acoustic features of a speech signal. However, the coding method in either SOM or 
GSOM is not capable of representing features from frequency and time domains simultaneously. In this study, we use the spectral state 
feature map [20] to represent the acoustic features of each audio stimulus. For each speech signal in the training set, we use 22 units 
to represent its frequency domain features (each unit represents 1 Bark), and 57 units to represent its time domain features (each unit 
represents 10 ms). Therefore, the acoustic features of each speech signal are represented by the spectral state feature sequence of 22 × 
57=1,254 units. Figure 1 shows the acoustic feature representation of the CV syllable [thi]. In the frequency domain, the formant features 
of consonant [th] and vowel [i] and their formant transition features are clearly represented; in the time domain, the duration information 
of [th], [i] and the whole syllable are clearly represented as well. Since we do not focus on the acquisition of monosyllable tones in this 
study, we do not code the tonal features into the acoustic representation of the speech signals.
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Figure 1: The acoustic feature representation of the CV syllable [thi]. The x-axis represents the time domain and y-axis  
represents the frequency domain. The activation state of each unit is represented by gray-scale marker, where 0 (white)  
represents non-activated, and 1 (black) represents fully activated.

Methods

The GSOM Structure

Comparing with SOM, GSOM has a simpler structure. At the initial state, there are only four nodes in the GSOM neural network. Since 
all of the four nodes are edge nodes, they are all extendable at the beginning (see Figure 2). As the learning process develops, the network 
structure extends automatically by adding in new nodes. The model initializes the feature vectors of the newly-added nodes according 
to the feature vectors of the Best Matching Unit (BMU) and BMU’s neighboring nodes. This enables the new nodes to be added smoothly 
into the present neural network.

Figure 2: At the initial state, the network can extend its structure towards any direction at any of the four initial neuron nodes.

The Optimized Growing Strategy

In the GSOM algorithm, if a BMU reaches growing threshold [17], the network will extend itself by adding new nodes to all available 
positions among the direct neighbors of the BMU node. This growing strategy lacks of clear direction, and leads to large number of redun-
dant nodes. To overcome this drawback, we adopted the “Cross-Insert” algorithm [22,23] and proposed an optimized growing strategy.

In order to let the newly-added node fit into the present network more effectively, the position for node-adding should stay as close as 
possible to the BMU and BMU’s related nodes. If more than one available position is of the closest to the BMU node (i.e., BMU1), then their 
distance to the second best matching unit (BMU2) is checked; if they again have equal distance to the BMU2, their distance to the third best 
matching unit (BMU3) is checked. This process continues until an optimized position is found (as shown in Equation 1). In Equation 1, n 
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represents the position of the newly-added node, nBMU1  represents all the direct neighboring positions of the BMU1, and NBMU represents 
the BMU sequence ranked by their feature distance to the training token.

n=argmini,j {‖ni-BMUj ‖}, i ∈ nBMU1 ,j ∈ NBMU

Training procedures

The training process consists of the initializing phase and the growing phase. At the initializing phase, there are only four nodes in 
the network. As an advantage of this kind of structure, every node is the edge node at the beginning, and, therefore, is able to grow the 
network to any direction when necessary. This structure increases the flexibility of the network at early stages and enables the network 
to acquire new knowledge more rapidly.

At the growing phase, each training token is inputted into the network sequentially, so that one token is trained for multiple iterations 
and then the next token enters. The learning rate and neighborhood size is reset to their initial value when a new token enters. During 
the training process, the network will update the feature vectors of the BMU node and the nodes within BMU’s neighborhood by the rule 
described in Equation 2 [19,20]. In Equation 2, Rlearn (t) represents the learning rate function that decrease the learning rate by each it-
eration; h(t) is the Gaussian neighborhood function that determines the activated area within BMU’s neighborhood; x(t) represents the 
feature vector of the input training token, and ω(t) represents the feature vector of the BMU node. The feature updating rule described in 
Equation 2 is consistent with the perceptual magnet effect.

ωi (t+1)=ωi (t)+Rlearn (t)×h(t)×(x(t)-ωi (t)),i ∈ N

If a BMU node in the network reaches its growing threshold, and that node is an edge node, then the model will add a new neuron node 
at the optimized position using the optimized growing strategy, and therefore grows the network to an optimized direction.

Results and Discussion
A complete simulation in our experiment involves 61 training steps, including 1 initializing training and 60 growing trainings. After 

each training step, we examined the learning result in details. At the examining stage, the training tokens are inputted into the trained 
network, and BMUs are identified as the learned phonemes by calculating the Euclidean distance between the feature vectors of the input 
token and nodes in the trained network. Both of the vowel and consonant phoneme features are stored in the same trained knowledge net-
work. Five simulations were performed with identical training data and modeling parameters. From the root-mean-square (RMS) based 
and network-structure based analyses, each of the five simulations reflects similar results. Therefore, the following RMS analysis is dem-
onstrated by the average result of the five simulations, and the network structure analysis is demonstrated by one of the five simulations.

Root Mean Square Analysis

The root mean square (RMS) (see Equation 3 [23]) is a common measure for competitive learning tasks [24]. In Equation 3, N rep-
resents the number of input tokens, K represents the number of neuron nodes within the network, μki represents the correlation factor 
between the input token x and the network node c. If the node c is the BMU of the token x, μki=1, otherwise, μki=0. The RMS value is de-
termined by the feature differences between the input token and the BMU node. The less is the difference, the smaller the RMS value is, 
and the better the learning results are.

We have examined the RMS values of each training step for the five simulations. Figure 3 shows the averaged RMS values of the five 
simulations at each training step. As the training develops, the RMS value of the network decreases. This result indicates that, with a series 
of training steps, the network can acquire the acoustic features of the training data well, and guarantee a high standard learning result.
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Figure 3: The averaged RMS values for each training step of the five simulations. The x-axis represents the training steps and 
y-axis represents the RMS value.

Network Structure Analysis

After training, each neuron node in the knowledge network represents the acoustic features of both vowels and consonants of a 
monosyllabic word. We examined the network structure and the acoustic features represented by the nodes in the network. By analyzing 
the representation of vowel features, we can observe the acquisition result of vowel categories; and by examining the representation of 
manner-of-articulation features, we can observe the acquisition result of consonants.

Vowel Cluster Analysis

As shown in Figure 4, we can clearly observe different vowel clusters. Syllables contain vowel [a] are located at the right area of the 
network; syllables contain vowel [i] are located at the upper area; syllables contain vowel [u] are located at the left area; and syllables 
contain vowel [e] and [o] are located at the central area of the network. This distribution of vowel clusters is consistent with the “vowel 
triangle” in the acoustic space, which forms into the “front–center–back” and “low–high” spatial relations. The distribution of vowels [e] 
and [o] has some overlapped areas. This phenomenon indicates that, when processing the acoustic features of [e] and [o], young children 
cannot clearly perceive the differences between those two vowels, and therefore have difficulties in distinguishing those two phoneme 
categories.

Figure 4: The trained knowledge network and the vowel features represented by the neuron nodes in the network. Each square 
in the network represents a neuron node (510 in total), and the spectrogram in each square represents the acoustic feature  
representation of the node; read lines indicates the borders between each vowel clusters that are marked by red texts.
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The above results show that the modeling algorithm can acquire the acoustic features of vowels in the syllable and clearly distinguish 
different vowel categories. Therefore, the vowel distribution pattern corresponding to the vowels’ features in the acoustic space is estab-
lished. Consequently, we predict that, during language acquisition, young children have the ability to acquire vowel categories and build 
acoustic-related spatial structures by processing the acoustic features of the speech signals.

Consonant Cluster Analysis

As shown in Figure 5, we can observe a clear distinction between the syllables contain aspirated plosive and unaspirated plosive. In the 
knowledge network, different from the distribution of vowel categories, clusters of different manners of articulation distribute scattered 
across the network. Comparing Figure 5 and Figure 4, however, we observe that the distribution of aspirated and unaspirated features 
relies on the distribution of vowel categories. From right to left, as the vowel moves from low to high, aspirated and unaspirated plosives 
are reasonably distributed within each vowel category.

Figure 5: The trained knowledge network and the aspirated/unaspirated features represented by the neuron nodes in the network. 
Each square in the network represents a neuron node (510 in total), and the spectrogram in each square represents the acoustic 
feature of the node; read lines indicates the borders between different manner-of-articulation clusters that are marked by red texts.

From the perspective of acoustic representation, spectrogram can clearly reflect the differences between aspirated and unaspirated 
plosives. However, we cannot observe a clear distinction between aspiration and non-aspiration in the trained knowledge network. This 
situation can be interpreted as the followings. As stated above, in this study we simulate the early stage of phoneme acquisition where 
young children treat the whole syllable as a perceptual unit. At this stage, the model (i.e., the simulated child) does not have the ability to 
process vowels and consonants independently. As a result, vowels dominant the perception of a syllable with their significantly longer 
duration and higher amplitude. However, this does not mean that the model (i.e., the simulated child) does not have the ability to distin-
guish aspirated and unaspirated plosives. In fact, the model can form the aspiration and non-aspiration feature clusters within each vowel 
category, and establish the distinction with the help of the perception of vowels.

The above results together indicate that the modeling algorithm proposed in this study has the ability to distinguish the aspiration and 
non-aspiration feature and establish the manner-of-articulation clusters based on the distribution of vowel categories. Consequently, we 
predict that, during language acquisition, young children have the ability to acquire the manner-of-articulation of consonants by process-
ing the acoustic features of CV syllables.

Conclusion

In this study, based on the GSOM algorithm and the optimized growing strategy, we simulated the early phoneme acquisition of Stan-
dard-Chinese children. As pointed out by Foster-Cohen [21], the whole syllable is treated as a perceptual unit for children at this stage. 
By analyzing the RMS results of the network at each training step, we conclude that the proposed modeling algorithm can achieve good 
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learning results. By analyzing the learned network structure, we observe that the model (i.e., the simulated child) can distinguish differ-
ent vowel categories and manner-of-articulation of aspiration and non-aspiration, by processing the acoustic features of the whole syl-
lable. Since vowels dominant the acoustic feature representation of a syllable, the knowledge network perceives acoustic features mainly 
based on the distribution of vowel categories. Within each vowel cluster, the network can further establish vowel-based distinctions 
between aspirated and unaspirated plosives.

The modeling results predict that, at early stages of language acquisition, by processing the acoustic features of the whole syllable, 
children have the ability to acquire vowel categories and their spatial relations, and build manner-of-articulation distinctions based on 
vowel categories.

The GSOM-based self-organizing neural network model proposed in this study can well simulates the knowledge topographic struc-
ture, the incremental nature of knowledge, and the self-organizing process of knowledge learning. Its learning pattern is consistent with 
the perceptual magnet effect, and can simulate the statistical learning mechanism. In future studies, we will focus on the transition pro-
cess from the syllable-based perception to phoneme-based perception, and examine the mechanisms behind.
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