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Abstract
Any company or organization is strongly dependent on employees work dedication. Dedication to work may be hampered if 

they loss mental peace while working. Work anxiety caused by stress in workplace and it causes poor outcomes both for employees 
and organizations. This situation needs attention by the organization to improve the working condition as well throughput of 
employees work. Discussion related to mental illness may create suspicious situation among the co-workers against the patient 
in the workplace. This paper attempts to predict consequences in the workplace observed due to mental anxiety. For this purpose, 
neural network classifier followed by 10-fold cross validation is proposed as an automated tool that recommends about the concerns 
perceived in the workplace. This proposed method is evaluated as well as compared with six classifiers such as Support Vector 
Machine, k-Nearest Neighbor, naïve bayes, Decision Tree, Adaboost and Gradient Boost classifiers. Experimental analysis concludes 
that proposed method outperforms well over aforementioned classifiers in terms of performance measure metrics. 
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Introduction

Mental health of employees is one of the important factors that need to be considered along with physical health. Employees’ profes-
sional dedication is significantly dependent on their mental health. Hence an organization must put their emphasis on employees’ mental 
health. However, depression is often taken lightly than physical illness. Applying a leave for mental illness may create negative conse-
quences for other co-workers and form trouble for the organization. 

Relations with co-workers, superior employees, benefits provided by the organization, discussions on mental illness, seriousness and 
conflict between mental and physical illness etc. are useful for identifying a person with severe mental trauma. Applying a leave for mental 
illness, may create problem for the organization side as well if there are some resource constraints like huge workload, less number of 
employees and many more. In fact, these may generate dissatisfaction among other employees as well. Hence, these outcomes are also 
required to consider while sanctioning a leave. Data mining and knowledge discovery approaches are explored in order to forecast such 
consequences beforehand. In this paper, observable consequences for applying leave due to mental illness are considered as a crucial 
problem. By analyzing mental health issues along with several related factors are utilized for predicting further consequences.

The system proposed in this paper automatically captures the aforementioned interfering factors while deciding the consequences. 
Handling the negative consequences with care may help the organization environment to obtain stability. The proposed system is basical-
ly a classifier model that intended to predict whether there will be any negative consequences in the workplace or not. A neural network 
based framework followed by 10-fold cross validation procedure is implemented. After implementing the model, evaluation process takes 
place. This paper also implements other set of classifier models and a comparative study is drawn between these set of classifiers and 
proposed method. Other classifier set include Support Vector Machine (SVM) [1], K-nearest Neighbor (K-NN) [2], Naïve bayes classifier 
[3], Decision tree (DT) classifier [4], and ensemble classifiers such as Adaboost classifier [5], Gradient Boosting Classifier [6]. 
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Related work

It is difficult to identify the cause of metal stress but it grows very fast in recent environment both in in the place of work as well in 
other places also. Smets., et al. [7] investigates the use of six machine learning techniques for the detection of mental illness. A binary clas-
sification problem was considered with classes corresponding to rest and stress periods. It is also reported that Bayesian networks and 
SVM provided reasonable accuracy with 84.6% and 82.7% respectively. Karthikeyan., et al. [8] in studied stress assessment based on the 
electrocardiography (ECG) and heart rate variability (HRV) signals. They successfully classified stressful and not stressful events based on 
HRV features with classification accuracy of 79.2%. 

Strauss., et al. [9] in explored the application of machine learning algorithms like cluster analysis, K-nearest neighbours (KNN), deci-
sion trees and support vector machines (SVM) for clinical forms analysis of mental health. Their study concluded that SVM had the best 
performance with a precision of 64.6%. Kessler., et al. [10] utilised machine learning model by taking inputs from survey. They predicted 
major depressive disorder (MDD) keeping its persistence with good accuracy. 

Human mental stress is measured using multimodal bio-sensors and obtained dataset are classified using SVM and fuzzy logic in [11]. 
Considering related health parameters, decision-tree model and random forest algorithm classifies mental stress level. A predictive model 
is finally proposed in [11] that decides wellness contents by using Expectation Maximization (EM). 

Proposed Methodology

A multi-step procedure is followed to build the proposed model and the other classifiers also. The target of this method is to early 
detection of possible consequences raised due to mental illness issues. The required steps are explained as follows.

Dataset collection and preprocessing

A technical survey data related to Employee mental health issues are collected from kaggle [12]. The dataset contains 1259 number of 
sample records along with the following parameters which are summarised in table. 

Feature Name Description
Timestamp Record Time

Age Respondent’s Age
Gender Respondent’s gender
Country Country of Employee

State State of residence
Self_employed Self-Employed or not
Family_history Is there any family history of mental illness

Treatment Sought Treatment for a mental health condition
Work_Interfere Whether mental health condition interfere work.
No_employees Number of employees of company of organization.
Remote_work Remote working of an employee at least 50% of the time
Tech_company Is employer primarily a tech company/organization?

Benefits Mental health benefits provided by employer
Care_options Knowledge of mental health care options provided by employer.

Wellness_program Discussion regarding mental health as part of an employee wellness program by employer
Seek_help Does employer provide resources to learn more about mental health issues and how to seek help?

Anonymity anonymity protection if anyone choose to take advantage of mental health or substance abuse treat-
ment resources

Leave Easiness to take leave for mental health issues.
Mental health conse-

quence
Observable negative consequences on discussion of mental health issue with employer

Phys health conse-
quence

Observable negative consequences on discussion of physical health issue with employer
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Collected data are preprocessed and a multistep procedure is followed for obtaining a balanced dataset. Pre-processing techniques 
include missing values handling such as NaNs, scaling of attribute values of Gender. Gender and Age are the attributes that contain irrel-
evant values which are cleaned with relevant values. The attribute Timestamp and Comments are eliminated from the dataset. In order to 
fit the data into classifier, non-numeric data is transformed into numeric data. This will be followed by scaling values of every feature with 
large set of data points. Feature scaling will assist the classifier to work using normalized data with an enhanced efficiency. The attribute 
‘obs_consequence’ is fixed as the target class that assumes values either Yes or No. 

Methodology

In this framework, deep learning based methodology is implemented while analyzing the concerns caused due to emotional state. 
Deep learning is often regarded as a subfield of machine learning techniques that identifies and learns complicated linear as well as non-
linear relationships between input datasets and output [13]. Human brain like operations is simulated in order to accompany complex 
problem solving approach. For this purpose Neural network architecture is proposed in this paper that accepts several issues related to 
mental state of an employee and finally predicts the outcome of negative consequences with mental health conditions in workplace. Neu-
ral network proposed in this paper is comprised of several neurons. Each of these neurons will accept necessary parameters and apply 
some activation functions in order to produce outputs. Activation functions [14] are useful to perform diverse computations and produce 
outputs within a certain range. In other words, activation function is a step that maps input signal into output signal. 

After configuring this neural model, training process is executed. The training process goes through one cycle known as an epoch 
where the dataset is partitioned into smaller sections. An iterative process is executed through a couple of batch size that considers sub-
sections of training dataset for completing epoch execution. 

Implementation

While designing this model it is necessary to tune hyper-parameters in order to achieve maximized efficiency. This section describes 
specification of the model along with its hyper-parameters. This model consists of three Dense layers with 32,16,1 number of nodes re-
spectively. In this context, sigmoid and relu [14] are two popular activation functions those are applied in each of these specified layer. The 
first two layers apply relu as activation function and the final layer applies sigmoid activation function. 

Finally, these aforementioned layers are compiled using adam solver through 30 epochs and with a batch size of 10. Adjustment of the 
hyper-parameters assists the model to obtain best predictive result. The neural network receives a total of 1,377 parameters and trains 
those parameters in order to obtain prediction. The summarization of the model is given in figure 1.

Coworkers Discussion of mental health issue with coworkers
Supervisor Discussion of mental health issue with direct supervisor(s)

Mental Health inter-
view

Discussion of mental health issue with a potential employer in an interview.

Phys health interview Discussion of physical health issue with a potential employer in an interview.

Mental vs physical Importance of mental health and physical health
Obs_consequence Observable negative consequences for co-workers with mental health conditions in workplace

Comments Additional Notes or Comments
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Implementation of this model produces a feed-forward neural network. This implementation is followed by 10-fold cross-validation 
method [15] for estimating the skill of the model. It is a resampling methodology where the dataset is partitioned into 10 groups and in 
each iteration one group is considered as the test data and the remaining nine folds are considered as training data. The above-mentioned 
model is fitted into the training dataset and it is evaluated against the test dataset. Later evaluation scores for each of these iterations are 
accumulated and mean score is calculated. 

This neural network structure along with 10-fold cross validation procedure is applied on technical survey dataset. Implementation 
of this model is evaluated and compared with other benchmark classifiers such as SVM, Naïve Bayes Classifier, K-NN, Decision Tree, Ada-
boost and Gradient Boost Classifier. These three classifier models are considered as baseline for comparing the proposed method. 

Other classifiers used

Classification is a supervised machine learning technique that analyses specified set of features and identifies data as belonging to a 
particular class. Different classification algorithms such as support vector machines, decision trees, K-nearest neighbour classifier, Ada-
boost, Gradient Boost are used to predict the target class. For these classifier models the pre-processed and transformed data are parti-
tioned into training and testing dataset with the ratio of 7:3. Training dataset is fitted to the classifier and later predictions are obtained 
using testing dataset. Brief description of the classifiers are provided as follows-

Support Vector machine (SVMs) [1] belongs to the category of linear classifiers. It identifies different classes by separating samples 
with the help of decision boundary known as hyperplane. Both linear as well as non-linear data can be classified with the help of SVMs [1]. 

K nearest neighbour [2] is often considered as lazy learner which considers instances during classification process. It is known as 
lazy learners because during training phase it just stores training samples. This identifies objects based on closest proximity of training 
examples in the feature space. The classifier considers k number of objects as the nearest object while determining the class. The main 
challenge of this classification technique relies on choosing the appropriate value of k. 

The Naive Bayes classifier [3] is a supervised classification tool that exploits the concept of Bayes Theorem [3] of Conditional Probabil-
ity. The decision made by this classifier is quite effective in practice even if its probability estimates are inaccurate. This classifier obtains 
a very promising result in the following scenario- when the features are independent or features are completely functionally dependent. 

Figure 1: Structure of neural network.
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The accuracy of this classifier is not related to feature dependencies rather than it is the amount of information loss of the class due to the 
independence assumption is needed to predict the accuracy.

A Decision Tree (DT) [4] is a classifier that exemplifies the use of tree-like structure. It gains knowledge on classification. Each target 
class is denoted as a leaf node of DT and non-leaf nodes of DT are used as a decision node that indicates certain test. The outcomes of those 
tests are identified by either of the branches of that decision node. Classification results are obtained by starting from the beginning at the 
root this tree are going through it until a leaf node is reached [4]. 

For improving the accuracy of classification, several unstable learners are accommodated into a single learner using an efficient tech-
nique known as Boosting. Classification algorithms are applied to the reweighted versions of the training data and the weighted majority 
vote of the sequence of classifiers are chosen. AdaBoost [5] is a good example of boosting technique that produces improved output even 
when the performance of the weak learners is inadequate. Gradient boosting [6] algorithm is another boosting technique based classifier 
that exploits the concept of decision tree. It also minimizes the prediction loss.

The above specified classifiers are implemented by considering and adjusting appropriate hyper-parameters for obtaining the maxi-
mised performance. The SVM classifier utilizes ‘rbf’ kernel and regularization parameter C = 1. The K-NN classifier gives a promising 
result for the value k = 5 considering all the evaluating metric. For naïve bayes classifier, multinomial naïve bayes classifier is employed. 
The decision tree classifier implemented in this paper uses Gini index while choosing objects from dataset. The nodes of the decision tree 
are expanded until all leaves are pure or until all leaves contain less than minimum number of samples. In this case, minimum number of 
samples is assigned a value as 2. On the other hand, ensemble classifiers, such as, AdaBoost and Gradient Boost classifiers are built based 
on 500 numbers of estimators on which the boosting is terminated. 

Performance evaluation metrics

While evaluating performance skill of a model, it is necessary to emphasise on some metrics to justify the evaluation. For this purpose, 
following metrics are taken into consideration in order to identify the best relevant problem-solving approach. Accuracy [16] is a metric 
that detects the ratio of true predictions over the total number of instances considered. However, the accuracy may not be enough metric 
for evaluating model’s performance since it does not consider wrong predicted cases. Hence, for addressing the above specified problem, 
precision and recall is necessary to calculate.

Precision [16] identifies the ratio of correct positive results over the number of positive results predicted by the classifier. Recall [16] 
denotes the number of correct positive results divided by the number of all relevant samples. F1-Score or F-measure [16] is a parameter 
that is concerned for both recall and precision and it is calculated as the harmonic mean of precision and recall [16]. Mean Squared Error 
(MSE) [16] is another evaluating metric that measures absolute differences between the prediction and actual observation of the test 
samples. A model that exhibits lower value of MSE and higher values of accuracy, F1-Score indicate a better performing model.

Experimental Results

The proposed model is evaluated in terms of performance measure metrics. The results are summarized along with specified baseline 
classifiers such as Naïve Bayes, SVM, K-NN, Decision Trees, Adaboost and Gradient Boost. The summarized results are shown in table 1. 
Figure 2 provides overall comparison of all the specified classifier models. This indicates that proposed method provides better perfor-
mance with respect to other classifiers. Accuracy and MSE obtained in each fold with respect to training and testing dataset is shown in 
figure 3. 
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Classifiers Used Accuracy MSE F1-Score
Proposed Method

Neural Network Classifier with Cross-Validation 85.14% 0.15 0.85
Baseline Classifiers

Multinomial Naïve Bayes 73.08% 0.27 0.73
SVM 83.89% 0.16 0.84
K-NN 82.69% 0.17 0.83

Decision Tree 78.12% 0.78 0.22
Adaboost Classifier 80.77% 0.81 0.19

Gradient Boost Classifier 83.17% 0.83 0.17

Table 1: Performance summarization of specified classifiers.

Figure 2: Overall performance comparison of classifier models.

Figure 3: Training and testing accuracy and MSE shown in each iteration of cross-validation.
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Conclusion

In this paper, identification of negative consequences raised in the workplace due to mental trouble faced by an employee is focused. 
While analyzing mental health of an employee, parameters in terms of relations with co-workers as well as organization point of view 
are also taken into consideration. A neural network based framework accompanied by 10-fold cross-validation method is proposed that 
automatically captures interfering factors to predict the possible outcomes. Designing the model is accompanied by fine-tuning the pa-
rameters. Experimental study concludes that proposed method often performs with an accuracy of 85.14% in terms of prediction over 
its peer classifiers. 
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