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Abstract

The use of machine learning classifiers is increasing with evidence of overtaking human judgement. This can be risky if workings 
and implications of machine learning classifiers remain a black box. Here, a case where a balanced and algorithmically generated data 
set, Hadamard matrix, classifies poorer than random using logistic regression (accuracy < 17.4%), support vector classifier (accuracy 
< 23.4%) and in most cases of multi-layer perceptron (accuracy < 27.9%) but not in decision tree (accuracy > 77.3%); despite perfect 
(100%) internal classification accuracy for both support vector classifier and multi-layer perceptron; is reported. This suggests a 
systematic and yet currently unexplained source of error.
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Introduction

The application of machine learning is gaining prevalence in a wide variety of fields, from material science [1] to finance [2], healthcare 
[3] and even to law enforcement [4]. With pervasive use of machine learning, especially in decision support systems [5], there is a call 
to ensure that results from machine learning algorithms are interpretable [6]. This call is both timely and urgent as several studies [7,8] 
suggest a tendency to accept an advice from technology than from another person. Everyone experienced personal embarrassing episodes 
from auto-correction and/or auto-completion. While these can be embarrassing, they are usually harmless. What if such reliance can re-
sult in life-threatening situations? Matthew Grissinger [9] reports two incidences where wrong medication was administered to patients 
against correct prescription orders as a result of erroneous auto-completion of medication names on the display of automated dispensing 
cabinets. A meta-analysis also suggests that clinicians overrode their own correct decisions in favour of erroneous advice from technology 
between 6% and 11% of the time [10].

These boil down to the core question of whether the path from attributes to results can be described [11]. Here, a case where a bal-
anced and algorithmically generated data set, Hadamard matrix, classifies poorly using of logistic regression (accuracy < 17.4%), support 
vector classifier (accuracy < 23.4%), and most instances of multi-layer perceptron (accuracy < 27.9%) but not decision tree (accuracy > 
77.3%); despite perfect (100%) accuracy between input attributes and labels for support vector classifier and multi-layer perceptron is 
reported. 
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Figure 1: Binary classification accuracy. number of columns (x-axis) of 101, 203, 306, 408, 511, 613, 715, 818, 920, and 1023  
represents the number of randomly selected columns from 1024 x 1024 Hadamard matrix. Mean Score (solid blue line) is the  

grand mean (mean of means) of 10 replicates of accuracy on given data and label. Mean 10CV (dotted green line) is the grand  
mean of 10 replicates of 10-fold cross-validation accuracy. Random (dotted red line) represents 50% theoretical random  

classification accuracy. Error bars denotes standard error.
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Methods

A 1024-by-1024 Hadamard matrix [12] constructed using Sylvester’s construction [13] in SciPy [14] version 1.4.1 and converted into 
a Pandas data frame with Pandas [15] version 1.0.4. Random number of columns; representing 10% to 100% of the matrix, in increment 
of 10%; were randomly selected. Each selection will have varying numbers of columns with 1024 rows each, denoting 1024 data points. 
Within this set of selected columns, a randomly selected column was used as label while the rest of the columns were used as attributes. 
The resulting 1024 pairs of label and attribute list were then used to train four classifiers from Scikit-Learn [16,17] version 0.23.1; namely, 
(a) Support Vector Classifier [18], (b) Multilayer Perceptron [19], (c) Decision Tree [20], and (d) Logistic Regression. Defaults parameters 
were used. For each classifier, the mean accuracy score from the input attributes and labels, and 10-fold cross validation [21] accuracy 
were reported. A total of 10 replicates were performed, resulting in 100 runs (10 replicates of 10 number of columns) for each classifier.

Results and Discussion

The Hadamard matrix used in this study was constructed using Sylvester’s construction [13] in SciPy [14]. Hence, the first column 
in the matrix consists of only 1s while the rest of the 1023 columns (2nd column to 1024th column) consist of equal numbers of 1s and 
0s. There is no correlation (r = 0) between any two rows or between any two columns when the entire matrix is taken but a weak (r = 
-0.00098) and insignificant (df = 1021, t = 0.0288, p-value = 0.9770) correlation between the rows when the first column is removed. As a 
random selection of columns were made for each replicate, the values are balanced for each attribute (as columns) unless the first column 
is selected, with no correlations between attributes or individual samples (as rows).

Of the four classifiers evaluated using 10-fold cross validation (Figure 1), only decision tree consistently performs better than random 
(accuracy > 77.3%) regardless of the number of randomly selected attributes used. Both logistic regression (accuracy < 17.4%) and 
support vector classifier (accuracy < 23.4%) consistently performs poorer than random. Multi-layer perceptron performs poorer than 
random (accuracy < 27.9%) when the number of attributes selected exceed 30% of the total Hadamard matrix. The 10-fold cross valida-
tion results from support vector classifier, and multi-layer perceptron are surprising considering perfect (100%) accuracy between input 
attributes and labels in every case. 



Citation: Maurice HT Ling. “Low Classification Accuracy by Logistic Regression, Support Vector Classifier, and Multi-Layer Perceptron, But 
Not Decision Tree, on Random Attributes from Hadamard Matrix”. EC Clinical and Medical Case Reports 3.12 (2020): 07-10.

Low Classification Accuracy by Logistic Regression, Support Vector Classifier, and Multi-Layer Perceptron, But Not Decision Tree, 
on Random Attributes from Hadamard Matrix

09

The mean accuracy between the input attributes and labels is commonly used by the classification algorithm to determine when itera-
tion halts, which can be considered as internal classification accuracy. In contrast, 10-fold cross-validation [22] requires that the test set 
is disjoint from the training set, which can be considered as external classification accuracy. Since Hadamard matrices are constructed 
procedurally [23,24] and using Sylvester’s construction [13] in this case, it is mathematically defined; hence, poorer than random external 
classification accuracies from both logistic regression and support vector classifier suggest an unexplained yet systemic cause. This is 
further supported by the large difference of more than 70% between internal and external classification accuracy. A better than random 
external classification accuracy in multi-layer perceptron when the number of attributes is lesser than 30% of total suggests the reduced 
role of the underlying systemic cause but the reverse trend is seen in decision tree. Moreover, the internal classification accuracy from 
logistic regression is not better than random, suggesting that a strong systemic effect from the data set – Hadamard matrix. 

Without a clear understanding of this currently unexplained systemic effect, it may be possible for unexpected failures in currently 
machine learning classification algorithms. This may have serious implications to critical systems; such as, dispensing systems [9] and 
clinical decision support systems [10]. Currently, the only way to avoid expected errors is by extensive validation using previously unseen 
data sets; thus, underpinning the importance of cross-validation [25] as the first validation step. This is followed by an in-depth analysis 
and quantification of the classification errors [26] through the use of confusion matrix [27].

Conclusion

Here, a case where a balanced and algorithmically generated data set, Hadamard matrix, classifies poorer than random using logistic 
regression, support vector classifier, and multi-layer perceptron is reported. This indicates the presence of a systematic and yet currently 
unexplained source of classification error that requires further studies.
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